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#### Abstract

Finite (polynomial) solutions of Laplace's equation are investigated. The unifying features of this study are the so-called Niven equations which yield the dimension of the space of such solutions. In carrying out this study complete sets of solutions are obtained on the $n$-dimensional sphere in terms of ellipsoidal coordinates. This corresponds to an integrable system having all the integrals of motion given by quadratic orbits of the universal enveloping algebra of $O(n+1)$. We call this system the $n$ dimensional Euler top. The spectrum of the integrals of motion has been recently computed for $n=3$ by Komarov and Kuznetsov using results originally due to Niven. These calculations are extended to arbitrary dimension.


## 1. Introduction

The Euler top on the $O(4)$ Lie algebra (or Manakov top) has been recently studied by Komarov and Kuznetsov [1]. It is one of the six integrable systems on the $\mathrm{O}(4)$ Lie algebra that have integrals of motion that lie on quadratic orbits of the universal enveloping algebra [2]. Having observed the construction of conical harmonics as originally expounded by Niven [3] and summarized in the books of Hobson [4], and Whittaker and Watson [5], Komarov and Kuznetsov [1] showed that an analogous analysis can be performed for the Euler top on O(4). In addition this work demonstrated that the eigenvalues of the quadratic first integrals can be calculated as algebraic expressions in terms of the zeros of the solutions and the parameters occurring in the defining elliptical coordinates. Komarov and Kuznetsov have also indicated how these results are equivalent to the two-site su(2) Gaudin magnet and the four-site Gaudin magnet [6]. The problem of separation of variables on the real $n$-dimensional sphere has been solved by Kalnins and Miller [7, 8]. The general solution consists of nested ellipsoidal coordinates and can be described by a diagramatic calculus which extends that originally developed by Vilenkin [9]. In this article we demonstrate that the methods of Niven can be extended to general separable coordinates on the $n$-dimensional sphere. In addition we give formulae for the eigenvalues in terms of the zeros of the corresponding polynomials. We show also that it is possible to analyse polynomial solutions of Laplace's equation for Euclidean space in a similar way. We introduce the generalized cyclidic finite solutions from which all other solutions can be obtained. Some examples of degenerate solutions are given.

## 2. Separation of variables on $\boldsymbol{S}_{\boldsymbol{n}}$

Let us recall the relevant details of the complete classification of separable coordinates on $S_{n}$. On the $n$-sphere the generic separable coordinates are the ellipsoidal coordinates $x^{i}, i=1, \ldots, n$. With natural coordinates $s_{i}, i=1, \ldots, n+1$ such that $\sum_{i=1}^{n+1} s_{i}^{2}=1$, the coordinates $e_{j}$ corresponding to $x^{i}$ are given by

$$
\begin{equation*}
e_{e} s_{j}^{2}=\frac{\prod_{i=1}^{n}\left(x^{i}-e_{j}\right)}{\prod_{j \neq \ell}\left(e_{\ell}-e_{j}\right)} \quad j=1, \ldots, n+1 \tag{2.1}
\end{equation*}
$$

where

$$
e_{1}<x^{1}<e_{2}<x^{2}<\cdots<e_{n}<x^{n}<e_{n+1}
$$

and the subscript $e$ can be taken as an abbreviation for the set $\left\{e_{1}, e_{2}, \ldots, e_{n+1}\right\}$. This ellipsoidal coordinate system is denoted by the box symbol

$$
\begin{equation*}
\left[e_{1}\left|e_{2}\right| \cdots \mid e_{n+1}\right] \tag{2.2}
\end{equation*}
$$

The infinitesmal distance is

$$
\mathrm{d} s^{2}=-\frac{1}{4} \sum_{i=1}^{n} \frac{\Pi_{j \neq i}\left(x^{i}-x^{j}\right)}{\Pi_{k=1}^{n+1}\left(x^{i}-e_{k}\right)}\left(\mathrm{d} x^{i}\right)^{2} .
$$

Laplace's equation $\Delta \Psi=-\sigma(\sigma+n-1) \Psi$ for the eigenfunctions on the $n$-sphere has, in these coordinates, the form

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{4}{\Pi_{j \neq i}\left(x^{i}-x^{j}\right)}\left[\sqrt{R_{i}} \frac{\partial}{\partial x^{i}}\left(\sqrt{R} \frac{\partial \Psi}{\partial x^{i}}\right)\right]=-\sigma(\sigma+n-1) \Psi \tag{2.3}
\end{equation*}
$$

where $R_{i}=\Pi_{j=1}^{n+1}\left(x^{i}-e_{j}\right)$. The separation equations have the form
$4 \sqrt{R}_{i} \frac{\partial}{\partial x^{i}}\left[\sqrt{R}_{i} \frac{\partial \Psi_{i}}{\partial x^{i}}\right]+\left[\sigma(\sigma+n-1)\left(x^{i}\right)^{n}+\sum_{j=2}^{n-1} \lambda_{j}\left(x^{i}\right)^{n-j}\right] \Psi_{i}=0$
where $\Psi=\Pi_{i=1}^{n} \Psi_{i}\left(x^{i}\right)$.
We adopt the convention $\lambda_{1}=\sigma(\sigma+n-1)$. The separation constants $\lambda_{j}$ are eigenvalues of commuting second-order symmetric operators in the enveloping algebra of $\operatorname{so}(n)$ generated by

$$
I_{i j}=s_{i} \frac{\partial}{\partial s_{j}}-s_{j} \frac{\partial}{\partial s_{i}} \quad i, j=1, \ldots, n+1
$$

Specifically these operators are

$$
\begin{equation*}
I_{j}^{n}=\sum_{i>j} S_{j-1}^{i j} I_{i j}^{2} \quad j=1, \ldots, n \tag{2.5}
\end{equation*}
$$

where $S_{p}^{i j}=(1 / p!)\left[\sum_{i_{1} i_{2} \ldots i_{p} \neq} e_{i_{1}} \ldots e_{i_{p}}\right]$ and the summation extends over $i_{1}, \ldots, i_{p} \neq i, j$ and $i_{r} \neq i_{s}$ for $r \neq s$. The eigenfunctions satisfy the eigenvalue equations

$$
\begin{equation*}
I_{j}^{n} \Psi=\lambda_{j} \Psi \quad j=1, \ldots, n \tag{2.6}
\end{equation*}
$$

The general construction of coordinates proceeds by embedding ellipsoidal coordinates within ellipsoidal coordinates. This is represented diagramatically by a tree-like graph made out of components of the form

$$
\begin{gather*}
{\left[e_{1}\left|e_{2}\right| e_{3}|\cdots|\right.} \\
\left.\downarrow \downarrow e_{n+1}\right]  \tag{2.7}\\
\downarrow \downarrow \downarrow \\
S_{p_{1}} S_{p_{2}} S_{p_{3}} \cdots S_{p_{n+1}}
\end{gather*}
$$

where $S_{p_{i}}$ denotes coordinates on a sphere of dimension $p_{i}, p_{i}=0,1,2, \ldots$ The arrows indicate that the coordinates attached to each $e_{i}$ come from $S_{p_{i}}$. For the graph above considered as a single entity, a suitable choice of coordinates would typically look like

$$
\begin{align*}
& s_{P_{1}+1}=\left({ }_{e} s_{1}\right)\left({ }_{1} s_{1}\right) \\
& s_{P_{1}+2}=\left({ }_{e} s_{1}\right)\left({ }_{1} s_{2}\right) \\
& \ldots \\
& s_{P_{1}+p_{1}+1}=\left({ }_{e} s_{1}\right)\left({ }_{1} s_{p_{1}+1}\right) \\
& \ldots  \tag{2.8}\\
& \ldots \\
& s_{P_{n+1}+1}=\left(e s_{n+1}\right)\left({ }_{n+1} s_{1}\right) \\
& s_{P_{n+1}+2}=\left({ }_{e} s_{n+1}\right)\left({ }_{n+1} s_{2}\right) \\
& \ldots \\
& \ldots \\
& s_{P_{n+1}+p_{n+1}+1}=\left({ }_{e} s_{n+1}\right)\left(_{n+1} s_{p_{n+1}+1}\right)
\end{align*}
$$

where $P_{1}=0, P_{i}=\sum_{j=1}^{i-1}\left(p_{j}+1\right)$ and $\sum_{m=1}^{p_{k}+1}\left({ }_{k} \cdot s_{m}\right)^{2}=1$. (This coordinate system would be separable for the Laplace Beltrami eigenvalue equation in $S_{N}$ where $N=P_{n+2}$.) By applying these rules to tree graphs where blocks of ellipsoidal coordinates are joined by directed arrows that point in the direction of the branches, all separable coordinate systems on $S_{N}$ are recovered.

To see how the calculations of Niven work in $n$ dimensions let us first look at the case of generic ellipsoidal coordinates. If we seek solutions of Laplace's equation of the form

$$
\begin{equation*}
\Psi\left(s_{i}\right)=\left(\Pi_{j=1}^{k} e_{\alpha_{j}}\right) \Pi_{i=1}^{M}\left(\sum_{p=1}^{n+1} \frac{e^{s_{p}^{2}}}{u_{i}-e_{p}}\right) \tag{2.9}
\end{equation*}
$$

with $0 \leqslant k \leqslant n+1,1 \leqslant \alpha_{j} \leqslant n+1, \alpha_{j} \neq \alpha_{k}$ if $j \neq k$ we will be successful provided the $u_{j}$ satisfy the Niven equations

$$
\begin{align*}
& N\left[e_{1}, \ldots, e_{n+1} ; e_{\alpha_{1}}, \ldots, e_{\alpha_{k}} ; u_{1}, \ldots, u_{M}\right] \\
& \quad \equiv \sum_{j=1}^{n+1} \frac{\frac{1}{4}}{\left(u_{i}-e_{j}\right)}+\sum_{p=1}^{k} \frac{\frac{1}{2}}{\left(u_{i}-e_{\alpha_{p}}\right)}+\sum_{r \neq i} \frac{1}{\left(u_{i}-u_{r}\right)}=0 \tag{2.10}
\end{align*}
$$

and $2 M+k=\sigma$. These equations can be obtained by direct substitution of the ansatz into Laplace's equation. Also, as computed in each of the solutions, $\Psi_{i}\left(x^{i}\right)$ can be written in the form

$$
\begin{equation*}
\Psi_{i}\left(x^{i}\right)=\sqrt{\Pi_{j=1}^{k}\left(x^{i}-e_{\alpha_{j}}\right)} \Pi_{r=1}^{M}\left(x^{i}-u_{r}\right) \tag{2.11}
\end{equation*}
$$

Note that the polynomial solutions $\Psi\left(s_{i}\right)$ vanish on the ellipsoidal coordinate hypersurfaces $x^{i}=u_{r}$.

How are the eigenvalues $\lambda_{i}, i=2, \ldots, n$ to be computed? They can be by direct substitution into the separation equations. If this is done then the eigenvalues can be determined from the formula

$$
\begin{gather*}
\sum_{i=1}^{N} \lambda_{i} U_{m+i-N}+\sum_{i=0}^{k} \sum_{j=0}^{p}\left[N^{2}+N\left[1-\frac{1}{2} i-\frac{3}{2} j\right]+\frac{1}{4}(i+j-1)(3 j-2 i)\right] \\
\times V_{k-i} E_{p-j} U_{m+i+j-N-1}=0 \tag{2.12}
\end{gather*}
$$

where
$U_{p}=\left.\frac{1}{p!}\left[\frac{\partial}{\partial \rho}\right]^{p} \prod_{i=1}^{M}\left(\rho-u_{i}\right)\right|_{\rho=0}=\frac{1}{p!} \sum_{i_{1}, \ldots, i_{p} \neq} u_{i_{1}} u_{i_{2}} \cdots u_{i_{p}}(-1)^{p}$
$V_{j}=\left.\frac{1}{j!}\left[\frac{\partial}{\partial \rho}\right]^{j} \Pi_{j=1}^{k}\left(\rho-e_{\alpha_{j}}\right)\right|_{\rho=0}=\frac{1}{j!} \sum_{\alpha_{i_{1}}, \ldots, \alpha_{i_{j}} \neq} e_{\alpha_{i_{1}}} e_{\alpha_{i_{2}}} \cdots e_{\alpha_{i_{j}}}(-1)^{j}$
$E_{q}=\left.\frac{1}{q!}\left[\frac{\partial}{\partial \rho}\right]^{q} \Pi_{r=1}^{M-k}\left(\rho-e_{A_{r}}\right)\right|_{\rho=0}=\frac{1}{q!} \sum_{A_{2}, \ldots, A_{q} \neq} e_{A_{1}} e_{A_{2}} \cdots e_{A_{q}}(-1)^{q}$
and $\left\{e_{A}\right\}=\left\{e_{i}\right\}-\left\{e_{\alpha_{j}}\right\}$.
The polynomial eigenfunctions obtained in this way form a complete set. Indeed if we consider the Cartesian coordinates $z^{i}=r s_{i}, i=1, \ldots, n+1$, then for given integer $\sigma$ solutions of (2.10) can be obtained by looking for solutions of Laplace's equation $\Delta \Phi=0$ where $\Phi=P_{\sigma}\left(z^{1}, \ldots, z^{n+1}\right)$ is a homogeneous polynomial of degree $\sigma$ in the variables $z^{i}$. In particular the space of all polynomials in the variables $z^{i}$ can be decomposed into subspaces of polynomials of which a typical element is

$$
\left(\Pi_{j=1}^{k} z^{\alpha_{j}}\right) P_{M}\left(\left(z^{1}\right)^{2}, \ldots,\left(z^{n+1}\right)^{2}\right)
$$

If we choose the new variables $u_{i}=\left(z^{i}\right)^{2}$ then the polynomial $P\left(u_{1}, \ldots, u_{n+1}\right)$ satisfies the equation

$$
\begin{equation*}
\left[\sum_{i=1}^{n+1}\left(4 u_{i} \frac{\partial^{2}}{\partial u_{i}^{2}}+2 \frac{\partial}{\partial u_{i}}\right)+\sum_{j} 4 \frac{\partial}{\partial u_{\alpha_{j}}}\right] P_{M}\left(u_{1}, \ldots, u_{n+1}\right)=0 \tag{2.13}
\end{equation*}
$$

There are $C_{M}^{n+M}=(n+M)!/ n!M!$ possible homogeneous polynomials of degree $P_{M}\left(u_{1}, \ldots, u_{n+1}\right)$ and equation (2.13) imposes at most $C_{M-1}^{n+M-1}$ conditions on them. Therefore, the number $N(n, M)$ of solutions is such that $N(n, M) \geqslant C_{M}^{n+M}-C_{M-1}^{n+M-1}=C_{M}^{n+M-1}$. In fact the equality sign holds true. Indeed it is not difficult to see that (2.13) cannot admit solutions of the form $\left(u_{1}+\cdots+u_{n+1}\right)^{k} p\left(u_{1}, \ldots, u_{n+1}\right)$ for $p$ a polynomial when $k=1,2, \ldots$. The dimension of the space of all such polynomials is $C_{M-1}^{n+M-1}$. Therefore $C_{M}^{n+M}-C_{M-1}^{n+M-1} \geqslant N(n, M)$. Hence the equality holds. This is exactly the number of independent solutions of the Niven equations. In fact for each choice of integers $p_{1}, p_{2}, \ldots, p_{n}$ such that $\sum_{i=1}^{n} p_{i}=M$ there are solutions $u_{i r}, i=1, \ldots, n$; $r=1, \ldots, p_{r}$ for which
$e_{1}<u_{11}<\cdots<u_{1 p_{1}}<e_{2}<u_{21}<\cdots<u_{2 p_{2}}<e_{3}<\cdots<u_{n p_{n}}<e_{n+1}$.

There are exactly $C_{M}^{n+M-1}$ such solutions. This follows from a straightforward generalization of a theorem due to Stieltjes [5]. Indeed, consider the function

$$
\Phi=\Pi_{i=1}^{n}\left[\Pi_{j=1}^{p_{j}}\left(\Pi_{q=1}^{n+1}\left|u_{i j}-e_{q}\right|^{\kappa q}\right)\right] \Pi_{i \neq j}\left(\Pi_{k \neq p}\left|u_{i k}-u_{j p}\right|\right)
$$

where the $\kappa_{q}$ are positive and half integral and the variables $u_{i j}$ are in the ranges given by the inequalities (2.14). This product is zero when some of the $u_{i j}$ are on the boundary of the domain (2.14). When the variables are unequal to each other and also to $e_{i}, i=1, \ldots, n+1$ then $\Phi$ is positive and is a continuous bounded function of the variables. Hence there is a set of interior values for which $\Phi$ attains its upper bound. This set satisfies the critical point conditions

$$
\frac{\partial}{\partial u_{i j}} \log \Phi=0 \quad \forall i, j .
$$

These restrictions are just the generalized Niven conditions,

$$
\sum_{q=1}^{n+1} \frac{\kappa_{q}}{\left(u_{i j}-e_{q}\right)}+\sum_{i \neq j} \sum_{k \neq p} \frac{1}{\left(u_{i k}-u_{j p}\right)}=0 .
$$

If the variables are complex then finite solutions can be constructed in this way but the completeness property is no longer valid.

For a graph of the type (2.7) analogous calculations can be made. Let us look for solutions of the form $\Psi=\psi \varphi$, where $\psi=\Pi_{i=1}^{n} \psi_{i}\left(x^{i}\right)$, and $\varphi=\prod_{j=1}^{n+1} \varphi_{j}\left(S_{p_{j}}\right)$. Each of the $\varphi_{j}$ functions is chosen to satisfy the individual Laplace equation (2.3) for $n=p_{j}$. The Laplace equation

$$
\Delta \Psi=-\sigma(\sigma+n-1) \Psi
$$

then becomes

$$
\begin{equation*}
\sum_{i=1}^{n}\left[\frac{\partial^{2}}{\partial s_{i}{ }^{2}}+\frac{p_{i}}{s_{i}} \frac{\partial}{\partial s_{i}}-\frac{n_{i}\left(n_{i}+p_{i}-1\right)}{\left(s_{i}\right)^{2}}\right] \psi=0 \tag{2.15}
\end{equation*}
$$

where $s_{i}={ }_{e} s_{i}, i=1, \ldots, n+1$.
If we try a solution of the form

$$
\psi=\left(\Pi_{j=1 e}^{p} s_{\alpha_{j}}\right) \Pi_{i=1}^{M}\left(\sum_{p=1}^{n+1} \frac{e^{s_{p}^{2}}}{u_{i}-e_{p}}\right)\left(\Pi_{i=1}^{n+1}\left({ }_{e} s_{i}^{n_{i}}\right)\right)
$$

then the generalized form of the Niven equations is

$$
\begin{equation*}
\sum_{j=1}^{p} \frac{2}{\left(u_{i}-e_{\alpha_{j}}\right)}+\sum_{q=1}^{n+1} \frac{\left(2 n_{q}+p_{q}+1\right)}{\left(u_{i}-e_{q}\right)}+\sum_{r \neq i} \frac{4}{\left(u_{i}-u_{r}\right)}=0 . \tag{2.16}
\end{equation*}
$$

where $\sigma=p+2 M+\sum_{i=1}^{n+1} n_{i}$ and ${ }_{e} s_{\alpha_{j}}, j=1, \ldots, k$ correspond to boxes in the diagram for which $p_{\alpha_{j}}=0$ and, consequently, $0 \leqslant p \leqslant k$. These equations provide a complete solution for the problem of separation of variables on the $n$-sphere. In analogy with the proof for ellipsoidal coordinates described by the graph (2.2), the space of all polynomial solutions of $(2.15)$ is spanned by polynomials of the form

$$
\Pi_{j=1}^{p}\left({ }_{e} z^{\alpha_{j}}\right)\left(\Pi_{i=1}^{n+1}\left(z^{i}\right)^{n_{i}}\right) P_{M}\left(\left(z^{1}\right)^{2}, \ldots,\left(z^{n+1}\right)^{2}\right)
$$

With variables $u_{i}=\left(z^{i}\right)^{2}$ as before, the polynomials $P_{M}\left(u_{1}, \ldots, u_{n+1}\right)$ satisfy

$$
\left[\sum_{i=1}^{n+1}\left(4 u_{i} \frac{\partial^{2}}{\partial u_{i}^{2}}+2\left(2 n_{i}+p_{i}+1\right) \frac{\partial}{\partial u_{i}}\right)+\sum_{j} 4 \frac{\partial}{\partial u_{\alpha_{j}}}\right] P_{M}\left(u_{1}, \ldots, u_{n+1}\right)=0
$$

We can argue as before that there are only $C_{M}^{n+M-1}$ possible solutions and this is exactly the number of solutions of the Niven equations.

The operators that describe the separation can be obtained from those given for generic coordinates as follows. If we choose the generic coordinates on the sphere of dimension $N=\sum_{i=1}^{n+1} p_{i}+n$ then the operators are obtained by taking the first $p_{1}+1$ of the $e_{i}$ s equal then the next $p_{2}+1$ of the $e_{i}$ s equal and so on in the expressions given above for the operators that describe the generic coordinates.

## 3. Separation of variables on $\boldsymbol{E}_{\boldsymbol{n}}$

The results we have developed for the sphere $S_{n}$ can be readily adapted to Euclidean $n$-space. Specifically the extension of the work on $S_{n}$ applies to finding solutions of Laplace's equation $\Delta \Psi=0$ in $E_{n}$. If we choose Cartesian coordinates defined by $z^{i}, i=1, \ldots, n$ then ellipsoidal coordinates $y^{i}$ are given by

$$
\begin{equation*}
\left(z^{j}\right)^{2}=c^{2} \frac{\Pi_{i=1}^{n}\left(y^{i}-e_{j}\right)}{\Pi_{j \neq i}\left(e_{i}-e_{j}\right)} \quad j=1, \ldots, n \tag{3.1}
\end{equation*}
$$

where $e_{1}<y^{1}<e_{2}<y^{2}<\cdots<e_{n}<y^{n}$. This coordinate system is denoted by the box symbol

$$
\left.\left[\left|e_{1}\right| e_{2}|\cdots| e_{n}\right]\right]
$$

The infinitesmal distance is given by

$$
\mathrm{d} s^{2}=-\frac{1}{4} c^{2} \sum_{i=1}^{n} \frac{\Pi_{j \neq i}\left(y^{i}-y^{j}\right)}{\Pi_{k=1}^{n}\left(y^{i}-e_{k}\right)}\left(\mathrm{d} y^{i}\right)^{2} .
$$

Laplace's equation $\Delta \Psi=0$ in $E_{n}$, expressed in terms of the $y^{i}$, has the form

$$
\begin{equation*}
-\frac{4}{c^{2}} \sum_{i=1}^{n} \frac{4}{\Pi_{j \neq i}\left(y^{i}-y^{j}\right)} \sqrt{Q_{i}} \frac{\partial}{\partial y^{i}}\left[\sqrt{Q_{i}} \frac{\partial \Psi}{\partial y^{i}}\right]=0 \tag{3.2}
\end{equation*}
$$

where $Q_{j}=\Pi_{i=1}^{n}\left(y^{j}-e_{i}\right)$. The separation equations are

$$
\begin{equation*}
4 \sqrt{Q_{i}} \frac{\partial}{\partial y^{i}}\left[\sqrt{Q_{i}} \frac{\partial \Psi_{i}}{\partial y^{i}}\right]+\sum_{j=1}^{n-1} \lambda_{j}\left(y^{i}\right)^{n-1-j} \Psi_{i}=0 \tag{3.3}
\end{equation*}
$$

where $\Psi=\Pi_{i=1}^{n} \Psi_{i}\left(y^{i}\right)$. The separation constants $\lambda_{j}$ are eigenvalues of commuting second-order symmetric operators in the enveloping algebra of the Euclidean group $E(n)$, generated by the Lie derivatives

$$
I_{i j}=z^{i} \frac{\partial}{\partial z^{j}}-z^{j} \frac{\partial}{\partial z^{i}} \quad i, j=1, \ldots, n \quad i>j
$$

and

$$
P_{j}=\frac{\partial}{\partial z^{j}} \quad j=1, \ldots, n
$$

Specifically these operators are

$$
\begin{equation*}
I_{k}^{n}=\sum_{i>j} S_{k}^{\mathrm{ij}} I_{i j}^{2}+c^{2} \sum_{i=1}^{n} S_{k}^{i} P_{i}^{2} \tag{3.4}
\end{equation*}
$$

where the $S_{k}^{i j}$ are defined as in the case of $S_{n}$, and $S_{k}^{i}=(1 / k!) \sum_{i_{1}, \ldots, i_{k} \neq} e_{i_{1}} \cdots e_{i_{k}}$. The separable solutions satisfy the eigenvalue equations

$$
\begin{equation*}
I_{k}^{n} \Psi=\lambda_{j} \Psi \tag{3.5}
\end{equation*}
$$

The analogue of the coordinates given by (2.7) for $S_{n}$ is represented diagramatically by a graph of the form

$$
\begin{gather*}
\llbracket e_{1}\left|e_{2}\right| e_{3}|\cdots| e_{n} \rrbracket \\
\downarrow \downarrow \downarrow  \tag{3.6}\\
S_{p_{1}} S_{p_{2}} S_{p_{3}} \cdots S_{p_{n}}
\end{gather*}
$$

where $P_{p_{i}}$ denotes coordinates on a sphere of dimension $p_{i}$ and $p_{i}=0,1,2, \ldots$. The arrows indicate that the coordinates attached to each $e_{i}$ come from $S_{p_{i}}$. The
graph, given a suitable choice of coordinates, would typically look as follows.

$$
\begin{align*}
& z^{P_{1}+1}=\left({ }_{e} z^{1}\right)\left({ }_{1} s_{1}\right) \\
& z^{P_{1}+2}=\left({ }_{e} z^{1}\right)\left({ }_{1} s_{2}\right) \\
& \ldots \\
& z^{P_{1}+p_{1}+1}=\left({ }_{e} z^{1}\right)\left({ }_{1} s_{p_{1}+1}\right)  \tag{3.7}\\
& \ldots \\
& \ldots \\
& z^{P_{n}+1}=\left({ }_{e} z^{n}\right)\left({ }_{n} s_{1}\right) \\
& z^{P_{n}+2}=\left({ }_{e} z^{n}\right)\left({ }_{n} s_{2}\right) \\
& \ldots \\
& \cdots \\
& z^{P_{n}+p_{n}+1}=\left({ }_{e} z^{n}\right)\left({ }_{n} s_{p_{n+1}+1}\right)
\end{align*}
$$

where $P_{1}=0, P_{i}=\sum_{j=1}^{i-1}\left(p_{j}+1\right)$ and $\sum_{m=1}^{p_{k}+1}\left({ }_{k} s_{m}\right)^{2}=1$. By applying these rules to graphs of the form (3.6) we recover a class of separable coordinates of Laplace's equation. If we seek solutions $\Psi\left(z^{i}\right)$ of Laplace's equation of the form

$$
\begin{equation*}
\Psi\left(z^{i}\right)=\Pi_{j=1}^{k} z^{\alpha_{j}} \Pi_{i=1}^{M}\left(\sum_{p=1}^{n} \frac{\left(z^{p}\right)^{2}}{u_{i}-\epsilon_{p}}-1\right) \tag{3.8}
\end{equation*}
$$

where $0 \leqslant k \leqslant n, 1 \leqslant \alpha_{j} \leqslant n$, and $\alpha_{j} \neq \alpha_{k}$ if $j \neq k$, we will be successful provided the $u_{j}$ satisfy the Niven equations (2.16).

In terms of ellipsoidal coordinates, the solutions $\Psi_{i}\left(y^{i}\right)$ can be written in the form

$$
\Psi_{i}\left(y^{i}\right)=\sqrt{\Pi_{j=1}^{k}\left(y^{i}-e_{\alpha_{j}}\right)} \Pi_{r=1}^{M}\left(y^{i}-u_{r}\right)
$$

The eigenvalues $\lambda_{i}, i=2, \ldots, n-1$ can be computed in exactly the same way as for the sphere (2.2), i.e. via the formulae (2.12). Let us now choose a graph and look for solutions of the form $\Psi=\psi \varphi$ where $\psi=\Pi_{i=1}^{n} \psi_{i}\left(y^{i}\right)$ and $\varphi=\Pi_{j=1}^{n} \varphi\left(S_{p_{j}}\right)$. Each of the $\varphi_{j}$ functions is chosen to satisfy the individual Laplace equation (2.3) on $S_{p_{j}}$. Laplace's equation in Euclidean space then becomes

$$
\begin{equation*}
\Delta \psi=\sum_{i=1}^{n}\left[\frac{\partial^{2}}{\partial z^{i}}+\frac{p_{i}}{z^{i}} \frac{\partial}{\partial z^{i}}-\frac{n_{i}\left(n_{i}+p_{i}-1\right)}{\left(z^{i}\right)^{2}}\right] \psi=0 \tag{3.9}
\end{equation*}
$$

where $z^{i}={ }_{e} z^{i}, i=1, \ldots, n$.
If we try a solution of the form

$$
\begin{equation*}
\psi=\Pi_{j=1}^{p} z^{\alpha_{j}} \Pi_{i=1}^{M}\left(\sum_{p=1}^{n} \frac{\left(z^{p}\right)^{2}}{u_{i}-e_{p}}-1\right) \Pi_{k=1}^{n} z^{n_{k}} \tag{3.10}
\end{equation*}
$$

then the generalized Niven equations have the form

$$
N\left[e_{1}, \ldots, e_{n} ; e_{\alpha_{1}}, \ldots, e_{\alpha_{k}} ; u_{1}, \ldots, u_{M}\right]=0
$$

These equations provide a solution for coordinate systems of the type described by the box diagram (3.6). The corresponding operators that describe the separation can be obtained by taking the first $p_{1}+1$ of the $e_{i}$ s equal, then the next $p_{2}+1 e_{i}$ s equal, and so on.

Ellipsoidal coordinates are not the only ones that are basic to the construction of separable systems in $E_{n}$. Parabolic coordinates are also basic [7, 8]. The question that we ask is whether can we extend the construction of Niven and if so what will it mean. In fact, it is possible to generate polynomial solutions in parabolic coordinates. To see this we recall that parabolic coordinates $y^{i}$ can be taken as

$$
\begin{align*}
& z^{1}=\frac{1}{2} c\left(y^{1}+\cdots+y^{n}-e_{1}-\cdots-e_{n-1}\right)  \tag{3.11}\\
& \left(z^{j}\right)^{2}=-c^{2} \frac{\prod_{i=1}^{n}\left(y^{i}-e_{j-1}\right)}{\prod_{j \neq i+1}\left(e_{i}-e_{j-1}\right)} \quad j=2, \ldots, n
\end{align*}
$$

where $y^{1}<e_{1}<y^{2}<e_{2}<\cdots<e_{n-1}<y^{n}$ and the $z^{j}$ are Cartesian coordinates in $E_{n}$. This coordinate system is denoted by the box symbol

$$
\begin{equation*}
\left\{e_{1}\left|e_{2}\right| e_{3}|\cdots| e_{n-1}\right\} \tag{3.12}
\end{equation*}
$$

The infinitesmal distance is given by

$$
\mathrm{d} s^{2}=-\frac{c^{2}}{4} \sum_{i=1}^{n} \frac{\Pi_{j \neq i}\left(y^{i}-y^{i}\right)}{\Pi_{k=1}^{n-1}\left(y^{i}-e_{k}\right)}\left(\mathrm{d} y^{i}\right)^{2} .
$$

Laplace's equation in $E_{n}$, expressed in parabolic coordinates, has the form (3.2) with $Q_{j}=\Pi_{i=1}^{n-1}\left(y^{j}-e_{i}\right)$. Using the expression

$$
\Omega(u)=\sum_{j=2}^{n} \frac{\left(z^{j}\right)^{2}}{u-e_{j}}+2 c z^{1}-c^{2} u=c^{2} \frac{\prod_{j=1}^{n}\left(u-y^{j}\right)}{\prod_{i=1}^{n-1}\left(u-e_{i}\right)}
$$

we seek solutions $\Psi\left(z^{\ell}\right)$ of the form

$$
\begin{equation*}
\Psi\left(z^{\ell}\right)=\Pi_{j=1}^{k} z^{\alpha_{j}} \Pi_{i=1}^{M} \Omega\left(u_{i}\right) \tag{3.13}
\end{equation*}
$$

where $2 \leqslant k \leqslant n-1,2 \leqslant \alpha_{j} \leqslant n-1, \alpha_{j} \neq \alpha_{k}$. The $u_{i}$ must satisfy the corresponding Niven equations:

$$
N\left[e_{1}, \ldots, e_{n-1} ; e_{\alpha_{1}}, \ldots, e_{\alpha_{k}} ; u_{1}, \ldots, u_{M}\right]=0
$$

It is clearly possible to generalize this result to the case of coordinate systems corresponding to the diagram

$$
\begin{gather*}
\left\{e_{1}\left|e_{2}\right| e_{3}|\cdots| e_{n-1}\right\} \\
\downarrow \mid \downarrow  \tag{3.14}\\
S_{p_{1}} S_{p_{2}} S_{p_{3}} \cdots S_{p_{n-1}}
\end{gather*}
$$

## 4. Finite solutions in cyclidic coordinates

In the previous section we have seen how the Niven ansatz has been able to give polynomial solutions of Laplace's equation $\Delta \Psi=0$. The question we answer in this section is whether analogous solutions exist for the case of cyclidic coordinates. Cyclidic coordinates are the generic orthogonal coordinates for which Laplace's equation admits a solution via the $R$ separation ansatz [10]. After reviewing the basic properties of cyclidic coordinates we answer this question in the affirmative.

A natural way for the realization of cyclidic coordinates is in terms of projective coordinates $w^{j}, j=1, \ldots, n+2$, given in terms of Cartesian coordinates $z^{k}$ by

$$
\begin{align*}
& w^{k}=2 z^{k} \rho^{2} \quad k=1, \ldots, n \\
& w^{n+1}=\mathrm{i} \rho^{2}\left(\sum_{k=1}^{n}\left(z^{k}\right)^{2}+1\right)  \tag{4.1}\\
& w^{n+2}=\rho^{2}\left(\sum_{k=1}^{n}\left(z^{k}\right)^{2}-1\right)
\end{align*}
$$

that satisfy $\sum_{j=1}^{n+2}\left(w^{j}\right)^{2}=0$.
The surface defined by

$$
\begin{equation*}
\sum_{j=1}^{n+2} \frac{\left(w^{j}\right)^{2}}{\left(y-e_{j}\right)}=0 \tag{4.2}
\end{equation*}
$$

where $e_{1}<e_{2}<e_{3}<\cdots<e_{n+2}$, is a cyclide in $n$ dimensions. Coordinates $y=y^{k}, k=1, \ldots, n$ such that $e_{1}<y^{1}<e_{2}<y^{2}<\cdots<y^{n}<e_{n+1}$ are just the orthogonal cyclidic coordinates in $n$ dimensions. This coordinate system is known to provide an $R$ separation of variables for Laplace's equation. Indeed any function $\Psi\left(z^{1}, \ldots, z^{n}\right)$ can be expressed in terms of the projective coordinates by observing that

$$
z^{k}=\frac{-w^{k}}{\mathrm{i} w^{n+1}+w^{n+2}} \quad k=1, \ldots, n
$$

If $\Psi\left(z^{1}, \ldots, z^{n}\right)$ is a solution of Laplace's equation then

$$
\sum_{k=1}^{n} \frac{\partial^{2} \Psi}{\partial\left(w^{k}\right)^{2}}=0 \quad \text { and } \quad \frac{\partial^{2} \Psi}{\partial\left(w^{n+1}\right)^{2}}+\frac{\partial^{2} \Psi}{\partial\left(w^{n+2}\right)^{2}}=0
$$

Therefore if the general projective coordinates $u^{j}, j=1, \ldots, n+2$ are related to the coordinates $y^{k}, k=1, \ldots, n$ in such a way that $\sum_{j=1}^{n+2}\left(w^{j}\right)^{2}=0$ then the solution of Laplace's equation is also a solution of $\sum_{j=1}^{n+2}\left(\partial^{2} \Psi / \partial\left(w^{j}\right)^{2}\right)=0$. The question we now address is whether finite type solutions can be found in these coordinates? To consider this possibility, take coordinates

$$
\begin{equation*}
\left(w^{j}\right)^{2}=y^{n+2} \frac{\Pi_{\ell=1}^{n+1}\left(y^{\ell}-e_{j}\right)}{\Pi_{j \neq \ell}\left(e_{\ell}-e_{j}\right)} \quad j=1, \ldots, n+2 \tag{4.3}
\end{equation*}
$$

that satisfy (4.2) for $y=y^{\ell}$ and $y^{n+2}=\sum_{j=1}^{n+2}\left(u^{j}\right)^{2}$. When $y^{n+2}=0$ then (4.3) and (4.2) can be solved to give

$$
\left(w^{j}\right)^{2}=-\left(\sum_{k=1}^{n+2} e_{k}\left(w^{k}\right)^{2}\right) \frac{\Pi_{i=1}^{n+1}\left(y^{i}-e_{j}\right)}{\Pi_{j \neq i}\left(e_{i}-e_{j}\right)} \quad j=1, \ldots, n+2
$$

These expressions can be obtained by limiting the process $y^{n+2} \rightarrow 0$ in such a way that $y^{n+2} y^{n+1} \rightarrow-\left(\sum_{k=1}^{n+2} e_{k}\left(w^{k}\right)^{2}\right)$. If we look for solutions of the form

$$
\begin{equation*}
\Psi\left(w^{\ell}\right)=\left(\Pi_{j=1}^{k} w^{\alpha} j\right) \Pi_{i=1}^{M}\left(\sum_{p=1}^{n+2} \frac{\left(w^{p}\right)^{2}}{u_{i}-e_{p}}\right) \tag{4.4}
\end{equation*}
$$

then the corresponding Niven equations

$$
N\left[e_{1}, \ldots, e_{n+2} ; e_{\alpha_{1}}, \ldots, e_{\alpha_{k}} ; u_{1}, \ldots, u_{M}\right]=0
$$

hold. These solutions are homogeneous polynomials of degree $2 M+k=\sigma$. If, indeed, we take the limit specified above, then the limiting solutions of Laplace's equation are

$$
\begin{equation*}
\Psi\left(w^{\ell}\right)=\left(\sum_{k=1}^{n+2} e_{k}\left(w^{k}\right)^{2}\right)^{\sigma / 2} \Pi_{j=1}^{k} w^{\alpha_{j}} \Pi_{i=1}^{M}\left(\sum_{p=1}^{n+2} \frac{\left(w^{p}\right)^{2}}{u_{i}-e_{p}}\right) \tag{4.5}
\end{equation*}
$$

In order to obtain the explicit form of these solutions we can, without loss of generality, let the parameter $e_{n+2} \rightarrow \infty$. The resulting coordinates have the form

$$
\left(w^{j}\right)^{2}=\left(w^{n+2}\right)^{2} \frac{\Pi_{i=1}^{n+1}\left(y^{i}-e_{j}\right)}{\Pi_{j \neq i}\left(e_{i}-e_{j}\right)} \quad j=1, \ldots, n+1
$$

and the corresponding solutions of Laplace's equation are

$$
\Psi\left(z^{\ell}\right)=\left(v^{n+2}\right)^{\sigma} \Pi_{j=1}^{k} v^{\alpha_{j}} \Pi_{i=1}^{M}\left(\sum_{p=1}^{n+1} \frac{\left(v^{p}\right)^{2}}{u_{i}-e_{p}}\right)
$$

where $v^{j}=w^{j} / \rho^{2}, j=1, \ldots, n+2$.
The general solutions of finite type can be obtained from the expression (4.4) by using the known limiting procedures outlined in [11]. The various possible coordinate types can then be characterized by the elementary divisors of the two quadratic forms. One example of these types is given in the following section.

## 5. Separation of variables in complex spaces

The results developed for $E_{n}$ and $S_{n}$ can be extended to the case of complexified spaces of constant curvature. We illustrate this for the case of $S_{n} \mathbf{c}$. Basically, what occurs in this case is the possibility that some of the parameters $e_{i}$ are equal. The procedure for dealing with all these possibilities has been given in [11]. Here, we give
an example of how this works in the simplest case in which two of the parameters $e_{i}$ are equal. Much of what we have done before transfers itself directly to the complex case from the real case. For a metric of the form (2.2) with $e_{1}=e_{2}$, a suitable choice of coordinates $\left\{x^{i}\right\}$ on $S_{n \mathrm{C}}$ is

$$
\begin{align*}
& \left(s_{1}-\mathrm{i} s_{2}\right)^{2}=\frac{\Pi_{i=1}^{n}\left(x^{i}-e_{1}\right)}{\Pi_{j \neq 1}\left(e_{j}-e_{1}\right)} \\
& \left(s_{1}^{2}+s_{2}^{2}\right)=\frac{\partial}{\partial e_{1}} \frac{\Pi_{i=1}^{n}\left(x^{i}-e_{1}\right)}{\Pi_{j \neq 1}\left(e_{j}-e_{1}\right)}  \tag{5.1}\\
& s_{k}^{2}=\left(\frac{\Pi_{i=1}^{n}\left(x^{i}-e_{k}\right)}{\left(e_{1}-e_{k}\right)^{2} \prod_{j \neq 1, k}\left(e_{j}-e_{k}\right)} \quad k=3,4, \ldots, n+1 .\right.
\end{align*}
$$

These coordinates correspond to a graph of the form

$$
\begin{equation*}
\left[e_{1}^{2}\left|e_{3}^{1}\right| \cdots \mid e_{n-1}^{1}\right] \tag{5.2}
\end{equation*}
$$

in the notation of [11].
The separation equations are the same as in (2.4) but with $R_{i}=\left(x^{i}-\right.$ $\left.e_{1}\right)^{2} \prod_{j=3}^{n+1}\left(x^{i}-e_{j}\right)$. Solutions can be sought in the form

$$
\begin{equation*}
\Psi\left(s_{i}\right)=\Pi_{j=1}^{k} s_{\alpha_{j}} \Pi_{i=1}^{M}\left(\frac{\left(s_{1}-\mathrm{i} s_{2}\right)^{2}}{\left(u_{i}-e_{1}\right)^{2}}+\frac{s_{1}^{2}+s_{2}^{2}}{\left(u_{i}-e_{1}\right)}+\sum_{j=3}^{n+1} \frac{s_{j}^{2}}{\left(u_{i}-e_{j}\right)}\right) \tag{5.3}
\end{equation*}
$$

where $0 \leqslant k \leqslant n-1,3 \leqslant \alpha_{j} \leqslant n+1, \alpha_{j} \neq \alpha_{k}$. It follows from the equality

$$
\frac{\left(s_{1}-\mathrm{i} s_{2}\right)^{2}}{\left(u-e_{1}\right)^{2}}+\frac{s_{1}^{2}+s_{2}^{2}}{\left(u-e_{1}\right)}+\sum_{j=3}^{n+1} \frac{s_{j}^{2}}{\left(u-e_{j}\right)}=\frac{\Pi_{i=1}^{n}\left(u-x^{i}\right)}{\left(u-e_{1}\right)^{2} \Pi_{j=3}^{n+1}\left(u-e_{j}\right)}
$$

that the analogue of the Niven equations is

$$
\sum_{j=3}^{n+1} \frac{\frac{1}{4}}{\left(u_{i}-e_{j}\right)}+\frac{\frac{1}{2}}{\left(u_{i}-e_{i}\right)}+\sum_{j=1}^{k} \frac{\frac{1}{2}}{\left(u_{i}-e_{\alpha_{j}}\right)}+\sum_{r \neq i} \frac{1}{\left(u_{i}-u_{r}\right)}=0
$$

As stated above this process can be repeated and applied to any combination of coordinate systems for which some of the $e_{i} s$ are equal. We should also mention here that similar results apply to coordinate systems in $E_{n \mathrm{c}}$.
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